**CSE575 HW01, Monday, 09/25/2023, Due: Friday, 10/06/2023**

**Please note that you have to typeset your assignment using either LATEX or Microsoft Word, and produce a PDF file for submission. Hand-written assignment (or photo of it) will not be graded. You need to submit an electronic version (in PDF form) on the canvas. You should name your file using the format CSE575-HW01-LastName-FirstName.**

# Probability, MLE, and PAC [20 pts: 4+4+4+4+4]

* 1. Suppose that and are **independent** events, and . What is the value of ?
  2. Suppose that *X* and *Y* are **disjoint** events (i.e. ) and. What is the value of ?
  3. Suppose that we have two coins *C*1 and *C*2. The probability of *C*1 having head is 0*.*6, and the probability of *C*2 having head is 0*.*4. In each test, we toss both coins, and read the faces of *C*1 and *C*2 (note that we read *C*2 **after** reading *C*1). For example, if the toss resulted in *C*1 head up and *C*2 tail up, we will record the result as *HT.* Suppose we perform the test 4 times. What is the probability for us to observe the following result?

*HT, HT, TT, TT?*

* 1. You are given a coin and are asked to toss as many times as you wish to decide the probability of having heads-up for a toss of the coin. You tossed the coin 20 times, and observed 15 heads and 5 tails. What is your best estimate of the probability of having heads-up?

* 1. If you want to be at least 99% sure that the difference between your estimated value of θ and the true probability of the coin having heads-up is no more than 0.1, how many tosses can guarantee this (hint: use the Hoeffding’s inequality on slide 11 of Lecture05)? Please give the minimum number of tosses.

# Discriminant Linear Classifiers [20 pts: 10+10]

You are given a training data set of size *N* = 21. Each input vector is a point in the 2-dimensional Euclidean space *R*2. We have , , , , , , , , , , , , , , , , , , , , and . Each point is represented as a column vector.

There are two target classes C1 and C2. For each point in the training set, belongs to C1 if its second coordinate is less than or equal to 2, and belongs to C2 otherwise.

* 1. Compute the least-square linear classifier based on the training data (using in slides of Lecture08 or textbook chapter 4.1.3). You need to write out (a) the error function [5pts], (b) the computed parameter matrix (a 3 by 2 matrix) [5pts].
  2. Compute the linear classifier based on the training data using Fisher’s linear discriminant by ![](data:image/x-wmf;base64,183GmgAAAAAAACALgAIBCQAAAACwVwEACQAAA8wCAAACAMQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAiALCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///7X////gCgAANQIAAAUAAAAJAgAAAAIFAAAAFAK8AfQEHAAAAPsCCf7jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXIOsN1QAAAAHDIEwOXNMR1QH3MdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKG0AAAUAAAAUArwBaAocAAAA+wIJ/uMAAAAAAJABAAAAAQACABBTeW1ib2wAdcg6w3VAAAAAcMgTA5c0xHVAfcx1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAL0AEAEHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjFEwOXNMR1QH3MdQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAxbbwBBQAAABQCAwLKAxwAAAD7AiL/AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAIxRMDlzTEdUB9zHUAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAVzIxvvwCBQO8AQUAAAAUAvQAxwMcAAAA+wIi/wAAAAAAAJABAAAAAQACABBTeW1ib2wAdcg6w3VAAAAACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAC0AvAEFAAAAFAKgAZwHHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHXIOsN1QAAAAAjFEwOXNMR1QH3MdQAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAAteQADBQAAABQCoAE6ABwAAAD7AoD+AAAAAAAAvAIAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAIxRMDlzTEdUB9zHUAAAAABAAAAC0BAAAEAAAA8AEBAAwAAAAyCgAAAAADAAAAdz1TA3oBLAEAAwUAAAAUAqABkwUcAAAA+wKA/gAAAAAAALwCAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAG1tHQMAA8QAAAAmBg8AfgFBcHBzTUZDQwEAVwEAAFcBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAwIAAgABAQEAAwABAAQABQAKAQAIAQECAH93AAIAfz0AAgB/UwADAB0AAAsBAAIAgVcAAAEAAgSGEiItAgCIMQAAAAoDAAEDAAEACAEDAgB+bQADABsAAAsBAAIAiDIAAAEBAAoCBIYSIi0CAH5tAAMAGwAACwEAAgCIMQAAAQEAAAoCAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AUv4GigIAAAoA2RVmUtkVZlL+BooC6M4TAwQAAAAtAQAABAAAAPABAQADAAAAAAA=) where ![](data:image/x-wmf;base64,183GmgAAAAAAAEACQAIACQAAAAARXgEACQAAA2kBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAkACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAA5gEAAAUAAAAJAgAAAAIFAAAAFALjARgBHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjFEwOXNMR1QH3MdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAVwC8AQUAAAAUAoABLgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAFMwAAOUAAAAJgYPAB0BQXBwc01GQ0MBAPYAAAD2AAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgMCAAIAAQEBAAMAAQAEAAUACgEACAEBAgB/UwADABsAAAsBAAIAgVcAAAEBAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACX+BooCAAAKAKVXZiWlV2Yl/gaKAujOEwMEAAAALQEAAAQAAADwAQEAAwAAAAAA)is the within-class covariance matrix. You need to write out (a) the Fisher criterion [5pts], (b) the computed parameter ![](data:image/x-wmf;base64,183GmgAAAAAAAEAIYAIACQAAAAAxVAEACQAAAycCAAACALYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAICwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7X///8ACAAAFQIAAAUAAAAJAgAAAAIFAAAAFAL0AHYHHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAjFEwOXNMR1QH3MdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAVAC8AQUAAAAUAgMCYgQcAAAA+wIi/wAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAADAxAQK8AQUAAAAUAqABtAEcAAAA+wKA/gAAAAAAAJABAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAD0oLCkyARAC9gEAAwUAAAAUAqABdgMcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAHd3FgIAAwUAAAAUAqABOgAcAAAA+wKA/gAAAAAAALwCAAAAAAACABBUaW1lcyBOZXcgUm9tYW4ACMUTA5c0xHVAfcx1AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHcAAAO2AAAAJgYPAGIBQXBwc01GQ0MBADsBAAA7AQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgMCAAIAAQEBAAMAAQAEAAUACgEACAEBAgB/dwAIAQACAH49AAIAfigAAgCDdwADABsAAAsBAAIAiDAAAAEBAAoCAH4sAAIAg3cAAwAbAAALAQACAIgxAAABAQAKAgB+KQADABwAAAsBAQEAAgCBVAAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AiP4GigIAAAoA3E1miNxNZoj+BooC6M4TAwQAAAAtAQEABAAAAPABAAADAAAAAAA=)[5 pts].

# Continuous Bayes Classifier [20 pts: 5+5+5+5]

We want to build a Bayes classifier for a binary classification task ( or ) with a 1-dimensional input feature (). We know the following quantities: (1) ; (2) for and otherwise; and (3) for 0 ≤ *x* ≤ 8 and otherwise.

* 1. What is the prior for class label ?
  2. What is for ?
  3. For , what is the class label your classifier will assign? Why? What is the risk of this decision?
  4. What are the decision regions of your Bayes classifier?

# Discrete Bayes Classifier [20 pts: 5+5+5+5]

We want to build a Bayes classifier for a binary classification task ( or ) with input feature of two binary features ( and ). We know the following quantities: (1) ; (2) , , , , and (3) , ,.

* 1. What is the prior for class label ?
  2. What is
  3. For an example with and , what is the class label your classifier will assign? Why? What is the risk of this decision?
  4. What are the decision regions of your Bayes classifier?

# Naive Bayes Classifier [20 pts:5+10+5]

Given the training data set in Table 2, we want to train a binary classifier using Naive Bayes, with (1) the last column being the class label , and (2) each column of being a binary feature.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Input Feature = (*, , , ,* ) | | | | | Class Label |
| **Sky** | **Temp** | **Humid** | **Wind** | **Water** | **Enjoy Sport** |
| sunny | warm | normal | strong | warm | Yes |
| rainy | cold | high | mild | warm | No |
| sunny | warm | high | mild | warm | Yes |
| rainy | cold | high | strong | warm | No |
| sunny | warm | high | strong | cool | Yes |
| sunny | cold | normal | mild | warm | Yes |
| rainy | cold | normal | mild | cool | No |

Table 2: Training Data Set for Naive Bayes Classifier

* 1. How many independent parameters are there in your Naive Bayes classifier? What are they (only list the independent parameters)? Justify your answer.
  2. What are your estimations for these parameters?
  3. Suppose we have a new input vector = (sunny*,* cold*,* high*,* strong*,* cool). What is ? Which class label will the Naive Bayes classifier assign to this example? Justify your answer.